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Introduction
A lexeme is a theoretical construct that stands for the unitary meaning and shared syntactic properties of a group of word forms. A lexeme is stripped of any inflectional endings. Thus *play*, *plays*, *played*, and *playing* are all inflected forms of the lexeme *play*. In a similar vein, *cat* and *cats* are inflected forms of the same lexeme, i.e. *cat*. Although inflection creates forms of the same lexeme, derivation creates new lexemes. Thus, *player* is not a form of the lexeme *play* but is considered a different lexeme; it has its own meaning and lexical category; it is a noun. With respect to their morphology, lexemes can be either simple or complex. For example, *door* is simple and *lemon-tree* is complex.

With respect to their semantics, lexemes can be monosemous or polysemous. For instance, names for days such as *Saturday* have only one meaning and are monosemous, whereas a lexeme such as *university* is polysemous; it has more than one meaning. Polysemy is often contrasted with homonymy, under which the same form is associated with two or more unrelated meanings.

Polysemous senses are attributed to the same lexeme, homonyms are considered as different lexemes. Although it is usually possible to identify a phonological form that is basic to all the forms of a lexeme, this is not always the case. For example, the form *kiss* is shared by all forms of the lexeme *kiss* (e.g. *kiss*, *kisses*, *kissed*, *kissing*). There is no common phonological form, however, between all forms of the lexeme *go* (e.g. *go*, *went*). Lexemes and their citation form should be kept distinct since the way a lexeme is cited is merely a convention and does not bear on any crucial phonological
property of that lexeme. In certain traditions, as for example in Greek, the first person singular is used as a citation form for verbs, whereas in other traditions, as for example in French, the infinitive is used. For nouns, the nominative singular is used. The terms lexeme, lexical unit, lexical item, word, and lemma are often used interchangeably in the relevant literature and in different linguistic fields. The author gratefully acknowledges the financial support of the Deutsche Forschungsgemeinschaft (DFG Collaborative Research Centre 991: “The Structure of Representations in Language, Cognition, and Science”, Project C08 “The semantics of derivational morphology: A frame-based approach”).

Textbooks
Since Matthews 1965 and Lyons 1968, which offer the first treatments of the term lexeme in modern linguistic theory, the lexeme has become a fundamental unit in morphological and semantic analysis. As such, textbooks on morphology and semantics often address issues that relate to its definition and properties. Textbooks on morphology include Spencer 1991, Carstairs-McCarthy 1992, Plag 2003, Lieber 2010, and Aronoff and Fudeman 2011. Cruse 2000 and Löbner 2013 are introductions to semantics.

   An introduction to morphology that includes a very useful discussion of the term lexeme on pp. 43-46.

   A comprehensive survey that presents a number of approaches to morphology. It is very useful since it analyses each approach critically. On the lexeme, pp. 182-187.

   An introduction to both semantics and pragmatics. Best for undergraduate students. On the lexeme, pp. 88-89.

   An introduction to morphology that does not require previous knowledge of the field. On the lexeme, pp. 4-5.

   An introduction to semantics. Presents and critically comments on a number of theoretical approaches to semantics. On the lexeme, pp. 40-42.

   One of the first works on the term lexeme. The author defines the term lexeme as an abstract unit which occurs in different inflectional forms.

One of the first works on the term lexeme. The author defines the term word by its assignment to a specific vocabulary element (i.e. lexeme) and by the assignment to it of a specific set of morphosyntactic properties.


An introduction to morphology that aims at showing how morphological theories have been developed, criticized, and revised. Best introduction for advanced students. On the lexeme, pp. 45-49.

**Lexemes and Words**

The term word is usually associated with three distinct uses, that is, phonological word, grammatical word, and lexeme. The phonological word is a string of sounds that serves as a unit for the phonology. The grammatical word stands for the different forms of a single word that depend on the syntactic context. The lexeme is an abstract unit that generalizes over inflected forms. Problems with the definition of the term word are presented in Dixon and Aikhenvald 2002. Matthews 1991 discusses words, word forms, and lexemes. See also Spencer 1991, Carstairs-McCarthy 1992, Plag 2003, Lieber 2010, Aronoff and Fudeman 2011, and Cruse 2000 cited under "Textbooks". In the literature, it is often the case that lexeme and word are used interchangeably. Bally 1950 discusses the ambiguity of the term 'word'. For the way several word-forms are correlated with a given lexeme see Ackerman and Stump 2004. As far as the grammatical dimension is concerned, the distinction between the terms ‘lexeme’ and ‘grammemme’ is also relevant, as in Mel'čuk 1993 and Fradin 2003.


Develops an inferential-realizational conception of periphrasis and shows that rules of morphology define the realization of a lexeme’s pairing with a particular set of morphosyntactic properties.


Discusses the ambiguity of the term word (French *mot*) on pp. 287-289.
Lexemes and Morphology

There are two main types of morphological frameworks the relevant criterion being whether they use the lexeme or the morpheme as their basic unit. Morpheme-based approaches are based on the isomorphism between sound and meaning, whereas lexeme-based approaches are usually separationist, in that they do not presuppose there is a direct link between the phonology, the syntax, and the semantics of an item. Lexeme-based approaches are found in Aronoff 1994, Beard 1995, Stump 2001, Blevins 2006, and Booij 2010. In Beard 1995, the distinction between lexemes and grammatical morphemes is crucial. Bonami and Crysmman 2016 offers an overview of lexeme formation in Lexical Functional Grammar and Head-driven Phrase Structure Grammar. Andreou 2017 offers a treatment of lexical rules in Frame Semantics.


Introduces lexical rules into the framework of Frame Semantics and treats stereotype negation as a change in the value of an attribute of the base lexeme.


A seminal work on lexeme-based morphology.


Proposes a separation between lexemes (i.e. major lexical categories such as noun, verb, and adjective) and affixes.
Develops a morphological theory which takes words to be the basic units of analysis.

An overview of lexeme formation rules and inheritance hierarchies in constraint-based lexical approaches.

A morphological theory within the framework of construction grammar. It considers the lexeme as the basic unit of analysis.

Develops a formal framework and treats inflectional morphology as an autonomous system of principles. Argues for the crucial role of paradigms in word formation.

**Inflection, Derivation, Compounding**
A word form of a lexeme that carries inflection is an item which realizes a set of morphosyntactic properties that may be relevant to syntax (“contextual inflection”, Booij 1996) or not (“inherent inflection”). Given that lexemes are stripped of any inflectional endings, the use of the notion of a lexeme presupposes a distinction between inflection and derivation as noted in Spencer 2000. Beard 1988, Perlmutter 1988, and Anderson 1992 are proponents of the idea that inflectional rules belong to a post-syntactic component of spell-out rules. Booij 1996 offers evidence against this view. Bybee 1985 treats inflection and derivation as a continuum. As far as compounding is concerned, compounds are usually considered as new lexemes that consist of two or more lexemes. Problems with respect to defining compounding in terms of lexemes are discussed in Lieber and Stekauer 2009. The creation of complex lexemes via the lexicalization of syntactic phrases is discussed in Fradin 2009.

Makes a case for the separation of inflection and derivation. Inflectional morphology is what is relevant to the syntax.

Makes a case for the separation of derivation from morphology.
Introduces the distinction between inherent (e.g. plural form of nouns) and contextual inflection (e.g. case forms of nouns). Only inherent inflection can feed word formation.


An account under which inflection and derivation form a continuum.


Discusses the creation of complex lexemes via morphological processes such as compounding, and via the lexicalization of syntactic phrases.


An account under which derivation belongs to a pre-syntactic component of grammar and inflection is accounted for by a post-syntactic component of grammar.


The authors discuss whether compounds are new lexemes and how one can identify a new lexeme.


Argues that a piece of morphology is inflectional if and only if it corresponds to a syntactic feature, and derivational if it is given direct semantic interpretation at the level of the lexeme.

**Lexemes and Paradigms**

The term lexeme is closely related to the notion of a paradigm, that is, a set of cells in which each cell is the pairing of an inflected form of the lexeme with a complete set of morphosyntactic properties for that lexeme. As shown in Stump 2016a and Spencer 2016, the notion of a paradigm is crucial for the analysis of a number of phenomena that manifest themselves at the morphology-syntax interface. Stump 2016b discusses heteroclasis, Baerman, et al. 2005 tackles syncretism, and Mel’čuk 1994 deals with suppletion. Ackerman, et al. 2009, Ackerman and Malouf 2013, and Sims 2015 examine the issue of predicting the form of one inflected word in the paradigm of a lexeme based on another form of the same lexeme.

Offers evidence for the central role of paradigms in morphological organization.


The authors use conditional entropy to calculate the predictive value of particular words in relation to others.


Includes a discussion of syncretism in a wide range of languages.


Discusses a number of types of suppletion (e.g. derivational vs. inflectional suppletion). Also examines suppletion from a historical perspective.


Examines gaps in the paradigm of lexemes.


Argues in favor of the notions word, lexeme and paradigm, and against proposals to dispense with an autonomous morphological module of grammar.


Discusses cases of asymmetry between syntactico-semantic content and morphological form using evidence from the Old English conjugational system.


A comprehensive analysis of inflectional paradigms.

**Lexeme and the Lexicon**

Listedness is the property of being listed in the mental lexicon. Items listed in the mental lexicon are usually called lexical units or lexical items. More often than not, the terms lexical unit, lexical item, and
lexeme are used interchangeably in the literature. The property of being listed is not a crucial property of lexemes for two reasons. First, nonce words or newly formed words are arguably lexemes but are not listed in the lexicon. Second, not every lexical unit/item is a lexeme. Idioms are not lexemes for Matthews 1974. Lyons 1977 considers idioms to be lexemes. For Booij 2007, phrasal verbs are listemes in the sense of DiSciullo and Williams 1987 but not lexemes.


An introduction to morphology in which the author also examines whether phrasal verbs such as *look up* constitute lexemes and concludes that although they are lexical units (i.e. listemes), they are not lexemes.


This study discusses a number of uses of the notion word (syntactic atom, morphological object, phonological word) and introduces the term listeme, that is, an object that is memorized and listed in the lexicon.


In this introduction to semantics, idioms belong to what Lyons calls “word-lexemes”.


One of the works that established the term lexeme. In this work, the author does not consider idioms to be lexemes.

**Lexeme and the Organization of the Lexicon**

The terminological confusion with respect to the use of the term lexeme and other related terms is also reflected in studies on semantic relations (also, sense relations). As Murphy 2003 shows, it is not clear whether semantic relations relate words, lexemes, lexical items or lemmata. Lyons 1977 (cited under *Lexeme and the Lexicon*) defines hyponymy as a relation which holds between a subordinate lexeme and a superordinate lexeme. Antonymy is treated as a lexeme relation in Panther and Thornburg 2012. Synonymy is spoken of in relation to lexemes in Ci 1987. Cann 2011 offers an overview of sense relations among lexemes. Groups of lexemes with common semantics form lexical (also, semantic) fields. These fields that are usually modeled as frames or scripts offer a more holistic view of lexeme relations. Extensive discussion on lexical/semantic fields is found in Löbner 2013 (cited under *Textbooks*) and Lyons 1977 (cited under *Lexeme and the Lexicon*). In a number of approaches, the relations between lexemes are given as an organized hierarchy, as for example in Koenig 1999 and Davis 2001. Sag 2012 shows how derivation establishes a link between lexemes.

Discusses sense inclusion, sense exclusion, and identity of sense in relation to lexemes.


Makes a case for three levels of synonymy, i.e. form-synonymy, lexeme-synonymy and sense-synonymy.


Provides an account for the range of verb types via a hierarchical classification of verb meanings and the introduction of constraints.


Proposes an organization of lexical knowledge as a model of lexical relations that builds on work in Head-Driven Phrase-Structure Grammar.


Offers a critical discussion of the literature on semantic relations and presents a pragmatic approach to these relations.


Proposes that antonymy is found on both the paradigmatic and the syntagmatic axes of language and language use.


Shows that derivation establishes a relation between lexemes, while the link established by inflection is between lexeme and word-form.

**Lemmas and Lexemes**

The term lemma is used in the fields of psycholinguistics and computational linguistics in different ways. More often than not the lemma is identified with the citation form of a lexeme.

**Lemmas and Lexemes in Psycholinguistics**

In psycholinguistics, the terms lemma and lexeme are usually contrasted in models of speech production and lexical access. In particular, in the process of lexicalization (i.e. from meaning to
sound), the term lemma stands for the abstract form of a word in the lexicon and covers the syntactic and semantic properties of that word. The lemma does not carry phonological information. The term lexeme is often used for the specific form of a word (i.e. its sound). Thus, the lexeme is specified for phonology. Roelofs 1992, Roelofs 1998, and Levelt, et al. 1999 argue in favor of the lemma/lexeme distinction. Caramazza 1997 and Caramazza and Miozzo 1997 propose that there is a direct link between the lexical-semantic level and the lexeme level. Thus, they dispense with the lemma level. Laubstein 1999 uses blends to study the lemma/lexeme distinction. Kittredge, et al. 2008 shows how age of acquisition and lexical frequency have an effect on the lemma and lexeme levels in lexical access.

   An accessible overview of the relevant literature. Proposes to abandon the lemma level.

   The authors present evidence from grammatical class deficits in anomic patients, tip-of-the-tongue states, and semantic substitution errors and make a case for abandoning the level of the lemma.

   The authors present a regression analysis of aphasic picture naming errors and show the lexical frequency affects both the lemma level and the lexeme level.

   Shows that word frequency effects occur at the lexeme level and not at the lemma level. This supports the distinction between the lemma level and the lexeme level.

   A highly influential paper on speech production that makes a case for the lemma level.

   Makes a case for the lemma/lexeme distinction.

The authors extend their model of speaking to writing and the representation and production of morphologically complex items.

**Lemma and Lexeme in Computational Linguistics**

In computational linguistics, the term lemma is often used instead of the term lexeme or the citation form of a lexeme. Thus, *walk, walks, and walked* belong to the lemma *walk*. Lemmatization is the process of mapping from word-forms to a lemma. This process is context sensitive since it involves identifying the various senses of that lemma as well as the part of speech the lemma belongs to. The identification of lemmas and their senses is important for the creation of dictionary entries. Markó, et al. 2007 develops a method for the automatic acquisition of lexemes for a multilingual thesaurus. Chrupała, et al. 2008 and Müller, et al. 2015 develop systems that learn from morphologically annotated corpora. Bergmanis and Goldwater 2018 shows the importance of using contextual information for lemmatization. Roth et al. 2008 develops a system for lemmatization for a morphologically rich language, namely, Arabic. Leopold and Kindermann 2002 proposes to skip the lemmatization procedure for text categorization. Korenius, et al. 2004 compares lemmatization and stemming as word normalization methods for information retrieval. Gahl 2008 shows that lemma frequency has an impact on word durations.


The authors develop a context-sensitive lemmatizer with an improved performance on unseen and ambiguous words. They also critically comment on three other context-sensitive lemmatization systems.


A probabilistic system which learns to perform joint morphological tagging and lemmatization from morphologically annotated corpora.


The author shows that high-frequency words are shorter than their low-frequency homophones.

The authors show that, compared to stemming, lemmatization is a better word normalization method for information retrieval in Finnish.


The authors use support vector machines and show that the use of word-forms instead of lemmas leads to a substantial reduction of processing time without leading to a substantial loss of precision.


The authors propose a method for the automated creation of new lexicon entries.


The authors develop a system for morphological tagging, diacritization, and lemmatization for Arabic.


The authors develop a system that consists of a classifier for lemmatization and a sequence model for tagging and show that taking into consideration morphosyntactic features can help the lemmatization task.

**Polysemous, Monosemous, and Homonymous Lexemes**

Lexemes may be monosemous, that is, have one meaning, or polysemous, that is, have more than one meaning. Polysemous lexemes may be disambiguated in context as shown in Pustejovsky 1995 and Asher 2011. Apresjan 1974 is an influential study on polysemy. Polysemy is often contrasted with homonymy. Two lexemes are homonymous if they have unrelated meanings, but share a number of
other properties, such as their sound form. The lexemes bank “financial institution” and bank “edge of a river” are homonymous since they sound the same but have different and unrelated meanings.

Discusses cases in which the relation between the various senses of a polysemous lexeme is predictable (i.e. regular polysemy).

Makes a case for treating regular polysemy in terms of coercion.

A highly influential framework that assumes that there is a core meaning and that the various senses of a polysemous lexeme are derived from it via lexical rules.

Tests for Monosemy and Polysemy
The classification of a lexeme as monosemous or polysemous is non-trivial as shown in the debate on whether the verb keep is monosemous or polysemous found in Jackendoff 1992 and Fodor 1998. A number of tests to classify a lexeme as monosemous or polysemous are found in Zwicky and Saddock 1975 and Cruse 2000 (cited under "Textbooks"). Geeraerts 1993 offers a review of these tests.

Proposes that keep is monosemous and that its various meanings are a matter of the context into which keep is embedded.

The author reviews the various criteria for polysemy and shows that they can lead to contradictory results.

Makes a case for treating keep as polysemous, in that the various concepts keep expresses share the same functional structure.

The authors propose the identity test by conjunction reduction which requires identity of sense but not of reference.
**Semantic Approaches to Polysemy**

There are two main semantic theories on the representation of polysemy: (a) sense enumeration lexicons defended in Katz 1972, Lakoff 1987, and Brugman 1988, and (b) core meaning approaches as developed in Caramazza and Grober 1976, Ruhl 1989, and Pustejovsky 1995 (cited under "Ambiguity"). Geeraerts 2010 offers an overview of the various approaches. Falkum and Vicente 2015 is a collection of papers on polysemy. Lieber 2004 offers a treatment of polysemy in word formation. Rainer 2014 offers an overview of polysemy in word formation.


A treatment of prepositional semantics in Cognitive linguistics. Proposes that the different senses of a polysemous lexeme are stored in the long-term memory rather than generated.


The authors make a case for treating polysemy in terms of one core representation in the lexicon. The various senses of the polysemous lexeme are a matter of context and semantic mechanisms of sense extension.


A special issue on polysemy. Includes contributions from leading scholars in the field.


An overview of the main traditions in the lexical semantics. Very useful for undergraduate and advanced students.


A decompositional model of the semantic component of grammar that contains a dictionary and a set of projection rules. Different senses of a lexeme are listed under a single lexical entry in the dictionary.


Makes a case for the representation of polysemous senses as a network of senses centered around a prototypical sense.

Press.

An influential lexical semantic framework for the treatment of polysemy in word formation.


An overview of polysemy in derivation.


Treats the multiple senses of a lexeme in terms of a single core meaning that is shared by all the different senses of that lexeme.

Computational Approaches to Polysemy


The authors apply a behavioral profile analysis to the verb get and show how a corpus-based approach can be used to determine the number of senses a word has and what their similarities and differences are.


The authors propose a distinction between constructional polysemy (i.e. contextual specialization in context) and sense extension which predictably relates two or more senses. Constructional polysemy is treated as instantiation of an underspecified lexical entry and sense extension by use of lexical rules.


https://doi.org/10.1162/COLI_a_00247.

A computational study on how to partition the various usages of a word into discrete senses.
A collective volume that includes contributions by some of the leading authors in the fields of semantics and computational linguistics.


An inferential account of the way lexical narrowing, approximation, and metaphorical extension work within the framework of relevance theory.

Psycholinguistic Research on Ambiguity


The authors offer behavioral and neurophysiological evidence for the homonymy/polysemy distinction. The evidence supports the separate entry account for homonymy, and a single-entry model of polysemy.


A study on how polysemous senses are represented and processed during sentence comprehension. The authors suggest that instead of a core meaning, readers select an individual sense when reading a polysemous word.


A set of two experiments to study the representation of polysemous words such as book. The results support the core meaning view.

The results of five experiments suggest that each sense of a polysemous word has its own representation, and that there is only minimal semantic overlap between them.

A cross-modal sentence-priming lexical decision task that shows that the distinction between homonymy and polysemy is psychologically real.

The authors propose that polysemous words are processed faster than homonymous words. In addition, the processing of polysemous words depends on the type of sense extension mechanism since metonymies showed faster reaction times than metaphors.

https://doi.org/10.1162/089892906775250003.
The authors use behavioral and magnetoencephalographic measures in order to study the way polysemous senses are represented. The results corroborate the idea that the various senses are storage separately.

A set of three lexical decision experiments that show that highly polysemous words are recognized faster than polysemous words with few senses or homonyms.

Online Resources
**WordNet** is a database of lexical relations for English. For a description see Fellbaum 1998.
**FrameNet**, as described in Baker, et al. 2003, is a lexical database of English that is based on Frame theory. CELEX2 is a database that includes morphological information (see Baayen, et al. 1995).

Includes information on lemma frequencies and inflectional paradigms. Available *online[https://catalog.ldc.upenn.edu/ldc96l14]*.

Describes the structure of FrameNet.


A description of WordNet.

*FrameNet[https://framenet.icsi.berkeley.edu/fndrupal/]*

A lexical database of English that is based on Frame theory.

*WordNet[https://wordnet.princeton.edu/]*

A lexical database of English in which items are grouped into sets of cognitive synonyms (synsets).
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