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Introduction

Role and Reference Grammar (RRG, Van Valin & LaPolla (1997); Van
Valin (2005)).

m is a functional theory of grammar

m strongly inspired by typological concerns and

m aiming at integrating syntactic, semantic and pragmatic levels of
description.

RRG is intended to serve as an explanatory theory of grammar as
well as a descriptive framework for field researchers.



Introduction

Role and Reference Grammar (RRG, Van Valin & LaPolla (1997); Van
Valin (2005)).

m is a functional theory of grammar

m strongly inspired by typological concerns and

m aiming at integrating syntactic, semantic and pragmatic levels of
description.

RRG is intended to serve as an explanatory theory of grammar as
well as a descriptive framework for field researchers.

But:

m RRG is not fully formalized,
m and there is no implementation framework.



Introduction

A key assumption of the RRG approach to syntactic analysis is a
layered structure of the clause:

m The core layer consists of the nucleus, which specifies the
(verbal) predicate, and its arguments.

m The clause layer contains the core plus extracted arguments.
m Each of the layers can have a periphery for attaching adjuncts.

m RRG assumes a separate representation of operators, which
are closed-class morphosyntactic elements for encoding tense,
modality, aspect, etc.

m Operators are attached to specific constituent layers depending
on their type (and scope).
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Introduction

R‘P Ex. from Tagalog
CORE
|
NUC <« PERIPHERY
\ | !
laruan  na CLAPSE
the toy that CORE
~ S5..-----RP
NYC  RP ¢ ‘
binili CORE
bought NQC
ng bata

the child
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Introduction

R‘P Ex. from Tagalog
CORE
|
NUC «—— PERIPHERY
\ | !
laruan na CLAPSE
the toy that CORE
NG B ee—— = P
YC  RP¢ !
binili CORE
bought NQC
ng bata
the child

core layer:
nucleus and arguments
clause and core layers
periphery (modifiers)
operators (complementizers,
auxiliaries, determiners, ...)



Introduction

The architecture of Role & Reference Grammar (RRG)

/SENT‘ENCE
CORE
RP/NU‘CL\$ PP Hr CLA\USE
CORE | PICs CORE «—— PERIPHERY
AN ‘ PRED ‘ ‘ |
RP NUGL | RP NU‘CL PP
PH‘ED FH‘ED
‘ AE‘)V R‘P Y P‘P
Syntactic . .
. ——> Syntactic representation
inventory y P
C
173
g
2 Linkin i
8 ing Constructional
& algorithm schemas
3
% \L MORPHOLOGY —
@ SYNTAX Juncture: nuclear
Lexicon > Semantic representation Nexus: cosubordination
Construction: CORE
I
RP NUCL RP
[do’(x,2)] CAUSE [INGR shattered’(y)] NucLy NUCL
| |
/i 11 Linking: default
(i INT (vns PRES (asp PERF PROG (do’(Kim, [cry’(Kim)])))) SEMANTICS  [SEMnycy,] CAUSE [SEMyucu]
PRAGMATICS unspecified
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Introduction

General plan of the formalization

m Take all explanatory components of RRG into account.
m Develop a declarative, constraint-based formulation.
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Introduction

General plan of the formalization
m Take all explanatory components of RRG into account.
m Develop a declarative, constraint-based formulation.

Some of the tasks

m Syntactic representation
Formal specification of the syntactic inventory and of the
compositional operations on trees

m Semantic representation
Clarification of the logical (and model-theoretic) aspects of
RRG’s logical structures

m Linking algorithm
Non-procedural, inherently bidirectional description as a system
of constraints
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Syntactic representation

The inventory of syntactic templates

Syntactic inventory

SENTENCE
LDP CLAUSE
\ CORE<— PERIPHERY
CLAUSE NP NUC pp
| \ v PP
SENTENCE
LMUSE
PrCS

CORE<——PERIPHERY
— T
NP NUC  pp
PRIED
NP \%
| | |
(e.g. Yesterday, what did Robin show to Pat

ADV PP

in the library?)

[Van Valin 2005, p. 15]
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Syntactic representation

The inventory of syntactic templates

Syntactic inventory

SENTENCE
LDP CLAUSE

PrCS |
| \ \'% PP
~

SENTENCE

LDP CLAUSE
PiCS CORE<——PERIPHERY

NP NIIJC PP
PﬁED
ADV NP Vv

| | |
(e.g. Yesterday, what did Robin show to Pat in the library?)

PP

[Van Valin 2005, p. 15]

Issues

m How are syntactic
templates defined?

m How do they
combine?

/52



Syntactic representation

The inventory of syntactic templates

_ Issues
SENTENCE m How are syntactic
Lpr cLaUsE templates defined?
\ CORE<—PERIPHERY m How do they
CLAUSE NP/NllJC\PP combine?
—— CoRE PRED
PrlCS co |
v PP
\ o Proposal
SENTENCE m Use concepts from
LI5P CLAUSE (Lexicalized) Tree
PiCS /i’l,f{PERIP“ERY Adjoining Grammars
NP PP
o (LTAG)
APV Np N P|P m Adapt the LTAG
(e.g. Yesterday, what did Robin show toPat in the library?) forma“sm to the

syntactic dimension

[Van Valin 2005, p. 15]
of RRG 8/52



Background: LTAG

Lexicalized Tree Adjoining Grammars (LTAG)
m Tree-rewriting system
m Finite set of (lexicalized) elementary trees.

m Two operations: substitution (replacing a leaf with a new tree)
and adjunction (replacing an internal node with a new tree).

. s s
NP N T
| NP VP NP VP
‘Adam’ /,\54—"”7//\ | T
VP’ //V NP ~7 ‘Adam’  Adv VP
e U N N

‘always’ V NP
| N | Jo
‘always’ ‘an apple’ ate’ ‘an apple
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Background: LTAG

Two key properties of the LTAG formalism

m Extended domain of locality

The full argument projection of a lexical item can be represented
by a single elementary tree.

Elementary trees can have a complex constituent structure.

m Factoring recursion from the domain of dependencies

Constructions related to iteration and recursion are modeled by
adjunction.

Through adjunction, the local dependencies encoded by elementary
trees can become long-distance dependencies in the derived
trees.
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Background: LTAG

Two key properties of the LTAG formalism

m Extended domain of locality

The full argument projection of a lexical item can be represented
by a single elementary tree.

Elementary trees can have a complex constituent structure.

m Factoring recursion from the domain of dependencies

Constructions related to iteration and recursion are modeled by
adjunction.

Through adjunction, the local dependencies encoded by elementary
trees can become long-distance dependencies in the derived
trees.

Slogan: “Complicate locally, simplify globally” [Bangalore/Joshi 2010]
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Syntactic representation

Syntactic templates in RRG

SENTENCE

CLAUSE

CLAUSE

PrCS CORE

CORE «— PERIPHERY

P
r?S ADV

RP CORE
—1

RP NUC

PRED
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Syntactic representation

Syntactic templates in RRG

SENTENCE

CLAUSE

CLAUSE

PrCS CORE

CORE «— PERIPHERY
PrCS

| ADV
RP CORE
—1
RP N?C
PRED

SENTlENCE
CLAUSE
CORE «<— PERIPHERY

NLlJC
RP PRlED
\|/ AI?V
Kim sm;ash yesterday
H ]
: ]
INS———— CLAIUSE
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Syntactic representation

Modified representation

SENTENCE
CLAIUSE
PrCS CORE «— PERIPHERY
‘ NUC

what did Kim smlash yesterday
H |

H |
TNS —— CLAUSE
! PrCS

TNS[OP+]
RP RP

what did Kim

SENTENCE
CLAlLJSE
CORE
NUC
PRlED
\'

I

smash

ADV[PERI +]

yesterday
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Syntactic representation

Application of the LTAG formalism to RRG

m What are the elementary trees of RRG?
m What are their modes of composition?

m How can they be characterized as minimal models of
metagrammatical specifications?
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Syntactic representation

Application of the LTAG formalism to RRG

m What are the elementary trees of RRG?
m What are their modes of composition?

m How can they be characterized as minimal models of
metagrammatical specifications?

Possible candidates for elementary trees in RRG

m Basic predication templates and their variants, e.g.

CLAUSE CLAUSE CLAUSE CLAUSE
CORE CORE CORE PrCSs CORE
RP NUC RP RP NUC RP NUC PPWEN 4 RP RP NUC
| PN P N |
Viprep +] AUX VipRep +] AUX  Vipren ) T RP Viprep 4]

by

m Constructional schemas (strictly speaking, their syntactic dimension)
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Syntactic composition
Mode of composition I: (simple) substitution

SENTIENCE SENTIENCE

............. A

CLAUSE
CORE

CLAUSE CLAUSE
A

CLAUSE
CORE  CLAUSE

kS R

V[PRED + TS \ |
RP h RP Vipreo 4] CLAUSE
l / — : CORE
Norop f DEFiop,; COREg John  thinks
V [oP+]
| [PRED +] |
Kim | NUCRgr RP NUC RP
smashed | |
N VipReD 4]
| |
the glass Kim smashed the glass
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Syntactic composition

Mode of composition Il: (sister) adjunction

SENTENCE
CLAUSE
Prcs CORE
TNS(op NlIJC
RP RP PRIED ADVpen 4] SENTlENCE
‘ i | CLAUSE
what  did  Kim smash  yesterday 00— 7
T CORE
LN o ~
CLAUSE* NLIJC COiRE*
|
TNS[0P+] RP V[PRED+] ADV[PERIH
did smash yesterday
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Syntactic composition

Mode of composition Il: (sister) adjunction

SENTENCE
CLAIUSE
CORE
NUC
ADVpen PRIED ADVjpers)  ADVjperr )
v

evidently  smashed deliberately yesterday

SENTENCE

NUC CORE* CblRE*
|
ADVipepi+)  Vipren+] ADVipepi+)  ADViperi4)
evidently smashed deliberately  yesterday
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Syntactic composition

Mode of composition Il: (sister) adjunction

SENTENCE
CLAIUSE
CORE
NUC
ADVpen PRIED ADVjpers)  ADVjperr )
v

evidently  smashed deliberately yesterday

SENTENCE

NUC CORE* CblRE*
|
ADVipepi+)  Vipren+] ADVipepi+)  ADViperi4)
evidently smashed deliberately  yesterday

Issue: Crossing branches (more about this later)
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Syntactic composition

Wh-extraction

(1) What does John think Kim smashed?

Possible analyses of (1):

SENTENCE
CLA|USE
PrCS CLAUSE
RlP CORE  CLAUSE

RP NUC CORE

AN
RP NLlJC

what does John think Kim smashed

SENTENCE
CLA|USE
PrCSs CORE  CLAUSE
R|P RP NUC CORE
RP  NUC

what does John think Kim smashed
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Syntactic composition

Wh-extraction

(1) What does John think Kim smashed?

Possible analyses of (1):

SENTENCE SENTENCE
|
CLAUSE CLAUSE
Prios PICS CORE  CLAUSE
RP CLAUSE |
RP RP NUC CORE
CORE
NG RP NUC

what does John think Kim smashed what does John think Kim smashed
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Syntactic composition

Wh-extraction

(2) What does John think Mary claimed Kim smashed?

Compositional derivation of (2):

SENTENCE
CLAUSE

A

-

CLAUSE

PrCS CORE CLAUSE
x

RP RP NUC

th\‘nk CLAUSE

CORE CLAUSE

RP NUC .
3 CLAUSE
claim |
CORE
RP NUC
smésh
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Syntactic composition
Wh-extraction
(2) What does John think Mary claimed Kim smashed?

Compositional derivation of (2):

SENTIENCE SENTIENCE

RP NUC
‘ CLAUSE

Ihﬁk
CORE CLAUSE |
X

e

RP NUC

claim
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Syntactic composition

Mode of composition Ill: wrapping (substitution) (special
versions)
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Syntactic composition

Modes of composition (~ Tree Wrapping Grammar; TWG)

/\

|. Simple substitution

[l. Adjunction
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Formal properties of TWGs

Example: TWG for {w3|w € {a,b}*}.

A, Az X Ay As
| | | | |
AN T T T
U Vv Z U Vv

/N /N /N |
a U a Vv a Z a a

DN P X
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k-TWG

Idea of k-TWG: limit the number of times a node can be part of a
wrapping spine to k.
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k-TWG
Idea of k-TWG: limit the number of times a node can be part of a
wrapping spine to k.
We define the wrapping decoration of a specific derivation of some
tree ~4 as the following set of node pairs W(v4):

m In every wrapping substitution step with r the root and v the
substitution node in the target tree, (r,v) € W(vq).

m Nothing else is in W(~vq).
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k-TWG

Idea of k-TWG: limit the number of times a node can be part of a
wrapping spine to k.

We define the wrapping decoration of a specific derivation of some
tree ~4 as the following set of node pairs W(v4):

m In every wrapping substitution step with r the root and v the
substitution node in the target tree, (r,v) € W(vq).
m Nothing else is in W(~vq).

X
Ay-. As-, X |
1 ‘ \ ‘ A5_‘\
‘ l\ ‘\ | \
X X VAL A A
N | | SO
| X
A R,/"U/”V,/’Z TN
\\___:==:->—\‘_i___,—i ‘ ‘U \V Z
a a a \ \ \
a a a
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k-TWG

m For every node in a derived tree, the gap degree k gives the
number of wrapping spines (dominance edges) stretching
across that node (with respect to a specific derivation).

m If two such edges are nested, only the innermost counts.

m The maximal gap degree of the nodes gives the wrapping
degree of the derivation.

m The minimal wrapping degree of all derivations for a given
derived tree gives the wrapping degree of the derived tree.

m The k-tree language of a TWG is then the set of all its derived
trees with wrapping degree < k.

m The tree language of a k-TWG G is defined as the k-tree language
of the TWG G.
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k-TWG

Example: TWG for {w3 | w € {a, b}*}, derivations:

X
X As -
/’A4 \\
A5 \‘ I///—X \\

: o AgT
¢A4 1 /{ 3 \ \\
Lo <A | !
ia- X} SOV X ‘,

o N LN
u ~v ~.Z I U AN/ Z .
\ \ \ SN NSNS
a a a auUaVa<ZzZ-
\ \ \
a a a

(only the red dominance edges count = gap/wrapping degree k = 3)
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k-TWG

A k > 1 allows extraction out of several arguments

(3) Bucher hat derjenige Student drei gekauft der am meisten Geld
books has that student three bought who the most  money
hatte
had
‘the student with the most money bought three books’

(from Chen-Main & Joshi, 2012)
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k-TWG

A k > 1 allows extraction out of several arguments

(3) Bucher hat derjenige Student drei gekauft der am meisten Geld
books has that student three bought who the most  money
hatte
had

‘the student with the most money bought three books’
(from Chen-Main & Joshi, 2012)

CLAUSE .-~ CORE "CLAUSE
/ N\ NN 7N
PrCS CORE <-~ Aux RP RP NUC RP  CLAUSE
| 3 I |
Bicher ~RP-.___ hat - gekauft--" derj. Stud. der ...

drei
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k-TWG and simple CFTG of rank k

m For every k-TWG, a simple Context-Free Tree Grammar (CFTG)
of rank k can be constructed (Kallmeyer, 2016)

m This, in turn, is equivalent to a well-nested Linear Context-Free
Rewriting System (LCFRS) of fan-out k + 1.

m Consequently, k-TWGs are in particular mildly context-sensitive.
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k-TWG and simple CFTG of rank k

To show: for every k-TWG one can construct an equivalent simple
context-free tree grammar of rank k.
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k-TWG and simple CFTG of rank k

To show: for every k-TWG one can construct an equivalent simple
context-free tree grammar of rank k.

A simple context-free tree grammar (CFTG, Rounds, 1970;
Engelfriet & Schmidt, 1977) is a quadruple G = (N, ¥, P, S), where
N is a ranked alphabet of non-terminals,
Y an unranked alphabet of terminals,
S e Nisofrank 0, and
P is a finite set of productions of the form

Axq ... Xp — X1, ..., Xp]
where A € N(") and t[xy, ..., x,] is a tree over NUXU{xq, ..., Xp}
with each of the xj, ..., x, occurring exactly once as a leaf

label.

The rank of G is the maximal rank of its non-terminals.
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k-TWG and simple CFTG of rank k

Example: simple CFTG for {w®|w € {a,b}*}:
NO = {S},NG®) = {X}, ¥ = {a, b, A}, S the start symbol.
P contains the following productions:

S — Xaaa| Xbbb B
Xx1XoX2 — X(Aaxq)(Aaxz)(Aaxsz) | X(Abxi)(Abx2)(Abxs) | AX1XoX3
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k-TWG and simple CFTG of rank k

Idea of the construction:

m The CFTG terminals comprise the terminals and non-terminals
from the TWG.

m The CFTG non-terminals have the form [A, A{Ax ... Ay] where

m Ais the root category of the tree this nonterminal expands to and
m AiA.... A, are the categories of pending gaps from wrappings
that stretch across this tree.

m l.e., the CFTG non-terminals encode possible gap sets of
nodes in specific derivations.
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k-TWG and simple CFTG of rank k
TWG for {(bc)" |n>1} U {c}:

A. Ap
\ \
71 AB 72 AB 75 A 13Cs 74 Ce
‘ I I / \ ‘
BE BE BB Ce Bs Ce
/ \ / \
b. C. b. Cg

(Decoration with possible gap categories.)
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k-TWG and simple CFTG of rank k
TWG for {(bc)" |n>1} U {c}:

AE AB
\ \
71 AB 72 AB 75 A 13Cp
\ 1 ‘ / \
BE Bg BB Ce Bs
/ \ / \
b. C. b. Cg

(Decoration with possible gap categories.)

Equivalent simple CFTG:

S—[A], S—[C]
v [A Blxy = Axq
72 [Al = A([A, B|(Bb[C]))
Y2: [A, Blx1 — A([A, B](Bb([C. B]x1)))
Y3 [C, B]X1 — CCX1
va: [C] — Cc

74 Ce
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k-TWG and simple CFTG of rank k

Example: 3-TWG for {w? |w € {a, b} *}

Guess possible gap sequences and construct CFTG rules
accordingly:

Asvz Asz X «
\ \ \

Xuvz Asvz  Asz
| | | A
XU, v,z Ua Va Za

| | | U z
U V. Z a a a o

Corresponding CFTG productions:

S — [X]

[X, UVZ]X1 XoX3 — XX1 Xo X3

[A4, VZ](XQ,XQ,) — A4([X, UVZ](Ua, X2,X3))
[As, Z](x3) — As([A4, VZ](Va, x3))

[X] = X([As, Z](Za))
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k-TWG and simple CFTG of rank k

Example continued
TWG derivation:

Asvz-.  Asz-.
.

Xovz v Aqvz > Asz

Xuvz -~
NN ! !
Ve z o vz
a-- a a
CFTG derivation:
S=X= X = X = X = X
| | | |
[As, 2] As As As
\ \ \
z [As, VZ] As Ay
\ /\ | \
a VZ ooo[Xuvz X
|| P NN
a a UuyvzZz Uuyv Zz
a a a a a a

32/52



Operator projection

SENTIENCE
CLAUSE
|
COlRE
NIIJC
PRIED
A%
| Aspect
NUC <—— Negation
Directionals
Directionals
CORE <————— Event quant
Modality
Negation
Status
Tense
CLAlUSE <— Evidentials
Ilocuti
SENTENCE Torce

SEN"ll"ENCE
CLAUSE
CORE

1

NP

NUC

0 be leaving?

i MOD%CORE
TNSéCLAUSE

IF% CLA:USE

SENTENCE

[Van Valin 2005: 12/14]
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Adding features: FTWG

In TAG (mostly binary tree structures), we have top and bottom
feature stuctures that can constrain adjunction.

/S\ """ S[C +] /S\
e /N
[c +] «[c[1 [c +]
a S[C N c S el . 3 S[C 4
| 00800050 ) VN
b c gle [

[c -]
|
b
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Adding features: FTWG

In our flat structures with sister adjunction, we use left and right edge
features to capture adjunction constraints.

S S
M 7 ﬂ ‘[c + [c+|lcm [ —1‘
a b

~ a c b
o

[c +1|[c ]
C
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Adding features: FTWG

Feature-based Tree Wrapping Grammar (FTWG)

m Finite set of untyped feature structures with structure sharing
within elementary trees (just like TAG, Vijay-Shanker & Joshi,
1988).

m Nodes have a single feature structure while edges have a left
one and a right one.

m In a sister adjunction, the feature structure of the root of the
adjoined tree unifies with the one of the target node.

m In the final derived tree, the two feature structures between two
neighbouring edges have to unify.

Furthermore, features on the leftmost (resp. rightmost) edge
percolate upwards, except if there is a substitution node, which
blocks feature percolation.
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Integrating operators

Each operator belongs to a certain level of RRG’s layered structure:

Layer Nucleus Core Clause
Operators | Aspect Directionals Status
Negation Event quantification Tense
Directionals Modality Evidentials
Negation lllocutionary Force

The operator level explains

m the scope behavior: structurally higher operators take scope
over lower ones

m surface order constraints: higher operators are further away
from the nucleus of the structure.
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Integrating operators

Problem: constituent and operator structure are not completely
parallel. An operator belonging to a specific layer can be surrounded
by elements belonging to a lower layer in the constituent structure.

CL
!

| €T
RP NUC

v
John has been slee‘ping

| v
\

ASP — NUC
!

CO
!

TNS ——— CL

38/52



Integrating operators

Problem: constituent and operator structure are not completely
parallel. An operator belonging to a specific layer can be surrounded
by elements belonging to a lower layer in the constituent structure.

CL
I
| €T
RP NUC
I
v —oCL
John has been sleeping |
| \‘/ CO
\ | |

ASP — NUC RP NL‘JC
I
CO Y
!
TNS ——— CL _, John has been sleeping
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Integrating operators

The following holds:

m The hierarchical order of constituent and operator structure is
the same.

m The existence of a layer in the operator projection requires that
this layer also exists in the constituent structure.

We model the operator projection within the features while attaching
the operators at their surface position.

CL[TNS pres]
[
| > |
RP OP[CL [TNS pres]] NUC[ASP perf]
| | | |
John has OP[NUC [AsP perf]] \Y

| |
been sleeping
39/52



Integrating operators

Features for operators (syntactic category OP):

m edge features TNS etc. that express the presence/absence of a
specific operator and that can be used to formulate obligatory
adjunction constraints.

m edge feature OPS (= operator structure), its value being a feature
structure with features cL, co and Nuc with possible values +
or —.

OPS guarantees that nuclear, core and clausal operators have
to appear in this order when moving outwards from the nuclear
predicate.

m node features that specify the contribution of the operator, for
instance [NUC [ASP perf], CL [TNS past]] for the operator had in
“dohn had slept”.
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Integrating operators

CL[Tns [
[TNS +]
COjrns
TNS TNS T
[ops } {OPS ] [ -]
RP 7 e NUC
oL —
; [opsEl |co— [][oPs
NUC —
COJ[7Ns pres]* vV
{TNS + } T ] NUC|asp perf]* \
opsier ] [oPs[NUC +]]|[oPs [8;__}] sleeping
OPJcL [TNs pres]]

has OPI[Nuc [AsP perf]]

been
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Integrating operators

CL[TNs pres]
[TNS +]
COJTNs pres]

TNS TNS TNS +

{OPS } {OPS } [OPS[CL +]} [rNs -] [ -]

RP OPlcL [TNs pres]] NUC|asP perf]
| | BL =
John has [ops[Nuc +]]|[oPs [CL 7}] [ops[ |co — |][oPs (3]
co - NUC —
OPI[NuC [AsP perf]] Vv

been sleeping
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Operators in complex sentences

Cosubordination structures in RRG

m have basically the form [[ ]x [ ]x]x-

m have the characteristic property that X-operators are realized
only once but have scope over both constituents.

Examples from Van Valin (2005):

(4) [[Gid-ip]co [gor-meli-yiz]colco (Turkish)
go-LM'  see-MOD-1PL
‘We ought to go and see.

(5) [[Kim mustyop 90]co [to try]co [to wash the car]colco

We assume that it is a general property of cosubordination elementary
trees that operator features get passed upwards to the higher X.

LM = linkage marker
43/52



Operators in complex sentences

[[Gid-ip]co [gor-meli-yiz]colco
Proposal for the elementary trees:

m Special cosubordination tree for gér PRO that provides a lower
and a higher CO node.

m CO operator features (e.g., MOD) are shared between the two
CO nodes and thereby passed upwards from the lower node.

m gid-ip is added by adjunction, targeting the higher CO node,
thereby adding a second CO daughter.

m Edge feature coOs (values +/-) that indicates that adjunction of
at least one more core to the left is obligatory.

m Node feature cos (values +/-) that indicate whether a node is
the root of a cosubordination structure.
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Operators in complex sentences

Cosubordination structure

CL
[cos +]‘
COlcos 4] v > CO[MOD [1],cos +]
[cos +] [cos —]‘
— CO — CO[MOD [1]
NUC LM NUC ” PRO
| |
Y Y COmon deont]
gid ip gor | yiz

OP[co [MOD deont]]

\
meli
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Operators in complex sentences

Cosubordination structure

CL
[cos +]‘
CO[MOD deont,cos +]
[cos +]T [cos 1
T ’7 CO[MOD deont] *‘

NUC LM Nl‘JC OP[CO[MODdeont]] PRO

\
ol
\ \

gid ip gor meli yiz
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Operators in complex sentences

In subordination structures, operator projections are built locally.
The composition operation is substitution, which means that edge
feature percolation is blocked.

(6) [[Kim told Pat]co [that [she will arrive late]co L JeL

The two CL nodes in this structure have different TNS values, provided
by told and will respectively.
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Operators in complex sentences

Subordination structure

[TNS +”7 CL[TNS past] j

’7 CcoO CL«.,
[TNS +] T -
‘ CL[TNS

RP NUC RP [TNS +]
\

LM
[TNS (]
Y [TNS [2]]|[TNS ~ [TNS —]
Kim told Pat RP ,:' NUC ADV
\
Vv
COlrns fuf] \
that she [TNs +]‘[TNS =] arrive late
OP

\
will
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Conclusion: Summary

m We provided a TAG-inspired formalization of RRG as a tree-rewriting
grammar.

m Composition operations are (wrapping) substitution for complement
insertion and sister adjunction for adding modifiers.

m The resulting formalism, k-TWG is mildly context-sensitive.
More conretely, for every k-TWG there exists a weakly equivalent
well-nested (k + 1)-LCFRS.

m We introduced features and proposed to use left and right edge
features in order to model adjunction constraints.

m Given this architecture, RRG’s operator projection can be integrated
into the constituent structure, modeling the operator hierarchy
and its interaction with the constituent structure within the
features.
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Conclusion

To do (inter alia)

m Inspect further cases of complex sentences.

m Model the scopal structure of periphery modifiers (e.g., adverbs).
The assumption is that this can be done in a similar way as in
the case of the operator scope.

m Integrate this formalization of RRG into XMG in order to enable
grammar implementation.

m Integrate RRG parsing into TuLiPA in order to enable grammar
parsing for testing.

m Long-term goal: full formalization of RRG and integrated framework
for RRG-based grammar development.
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